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Feline infectious peritonitis (FIP) is a severe 

and often fatal viral disease of cats which 

poses significant diagnostic challenges for 

veterinarians. Dawn Dunbar from the University 

of Glasgow is leading a research study with 

the goal of applying machine learning to 

revolutionise the diagnosis of FIP. By leveraging 

routinely collected clinical laboratory data, 

this innovative approach may pave the way 

for more accurate and timely diagnoses, 

ultimately improving outcomes for affected 

cats and their owners.

The Enigma of Feline Infectious Peritonitis

Feline infectious peritonitis is a complex and devastating disease 
caused by feline coronavirus (FCoV). While FCoV is prevalent in cat 
populations, particularly in multi-cat environments, only a small 
fraction of infected cats develop FIP. The disease is characterised 
by a severe immune-mediated inflammatory response affecting 
multiple organs, leading to a wide range of clinical signs that 
can make diagnosis challenging. The disease may present in an 
effusive or ‘wet’ form, associated with an accumulation of fluid 
in the cat’s abdomen or chest, or in a non-effusive or ‘dry’ form, 
where no fluid build-up is evident. 

Confirming a diagnosis of FIP, especially in cases of the non-
effusive form, often necessitates invasive procedures such 
as biopsies and immunohistochemistry, which are typically 
performed post-mortem. To diagnose FIP in living cats, 
veterinarians must instead rely on interpreting a combination 
of clinical signs and laboratory tests using expert consensus 
guidelines. This intricate decision-making process can be 
challenging for primary care clinicians who may not have 
extensive experience with this elusive disease.

The Promise of Machine Learning in FIP Diagnosis

Dawn Dunbar, a researcher at the University of Glasgow, 
recognised the untapped potential of machine learning (ML) in 
addressing the challenges of FIP diagnosis. ML, a subset of artificial 
intelligence, enables computers to learn from data without 
being explicitly programmed. By training ML algorithms on vast 
clinical and laboratory information datasets, hidden patterns and 
associations that might have eluded human observation may 
emerge.

Ms Dunbar hypothesised that applying ML to routinely collected 
blood chemistry, haematology and serology data could 
lead to the development of accurate and reliable models for 
classifying suspected FIP cases. ‘Our goal was to thoroughly test 
this hypothesis, without bias towards any specific algorithm or 
laboratory test’, she explains. 

Building the Machine Learning Models

To construct the ML models, Ms Dunbar and her team utilised a 
dataset comprising nearly 2,000 suspected FIP cases interpreted 
by expert clinicians using consensus diagnostic guidelines. Each 
case was classified as either high-suspicion of FIP or no-suspicion 
of FIP based on a combination of signalment, history, clinical signs 
and laboratory data.

The researchers then trained and validated two types of ML 
processes, known as ‘ensemble models’, using this comprehensive 
dataset. Ensemble models combine the predictions of multiple 
individual models to enhance overall performance. The first 
ensemble employed extreme gradient boosting (XGBoost), while 
the second used a mix of algorithms, including random forests, 
naive Bayes, logistic regression and support vector machines.

Encouraging Results and Future Directions

The study results were highly promising, with both ensemble 
models demonstrating remarkable accuracy in successfully 
classifying FIP and non-FIP cases. When evaluated on a separate 
dataset of 80 cases with confirmed diagnoses, the models 
achieved an impressive accuracy of 97.5%, with a sensitivity of 
95.45% and a specificity of 98.28%.
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‘These results underscore the feasibility and potential of applying 
machine learning to FIP diagnosis’, notes Ms Dunbar. However, she 
also acknowledges the study’s limitations, such as the reliance 
on expert opinion rather than a definitive ‘gold standard’ for the 
training dataset. Nevertheless, the study provides compelling 
evidence to support the principle that ML can be effectively 
applied to FIP diagnosis. Ms Dunbar is optimistic about the future 
of this approach, stating, ‘While further work is necessary before 
a deployable ML tool is available, the high level of accuracy 
achieved by these preliminary models is immensely encouraging’.

One of the primary challenges in developing a generalisable ML 
tool for FIP diagnosis will be accounting for variations between 
laboratories in their testing methods and equipment. This could be 
addressed by either standardising methodologies or developing 
models that can adapt to data from different sources.

Implications for Veterinary Medicine and Beyond

Ms Dunbar explains ‘This work demonstrates that, in principle, 
ML can be applied to detect hidden patterns in laboratory test 
datasets to provide useful, actionable diagnostic information. 
However, before ML can be deployed in the laboratory as a 
diagnostic tool for FIP, further work is required, such as training 
models on datasets of confirmed cases and accounting for inter-
laboratory variation.

If these challenges can be overcome, ML may become an 
invaluable addition to the diagnostic toolkit for veterinarians. By 
automating complex clinical and laboratory data interpretation, 

ML models offer to help standardise and accelerate the diagnostic 
process, leading to earlier and more accurate diagnoses. This 
could be of particular benefit for diseases such as FIP, where early 
intervention with antiviral treatments can significantly improve 
patient outcomes. 

Ms Dunbar and her team hope their work lays the foundation 
for the development of ML-based diagnostic tools that can 
be seamlessly integrated into veterinary laboratory workflows. 
Moreover, the principles and techniques employed in this study 
could potentially be applied to other challenging diseases in 
veterinary medicine and human healthcare. The ability of ML to 
uncover cryptic patterns and associations in large-scale clinical 
laboratory datasets could lead to breakthroughs in the diagnosis, 
prognosis and treatment of a wide range of intractable diseases 
and conditions.

In conclusion, this groundbreaking research highlights the 
immense potential of machine learning to transform the 
diagnosis of complex diseases such as feline infectious peritonitis. 
By harnessing the power of routinely collected clinical and 
laboratory data, ML models could provide veterinarians with a 
powerful new tool to aid in intricate diagnostic decisions. While 
further refinement and validation of these models are necessary, 
the promising results of this study suggest that ML could have 
a profound impact on veterinary medicine and beyond in the 
coming years. As Ms Dunbar and her team continue to push 
the boundaries of what is possible with ML in disease diagnosis, 
the future looks brighter for countless animals and their human 
companions. 

Ms Dunbar hypothesised that 
applying ML to routinely collected 
blood chemistry, haematology 
and serology data could lead to 
the development of accurate and 
reliable models for classifying 
suspected FIP cases.
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Dawn Dunbar obtained her BSc (Hons) in Microbiology from the 
University of Glasgow in 2005. She is currently a Senior Virology 
Technician in the Veterinary Diagnostic Service at the University 
of Glasgow while also pursuing her PhD part-time, which is 
focused on enhancing feline infectious peritonitis (FIP) diagnosis. 
Ms Dunbar has extensive experience in molecular diagnostic 
methods, sequencing, bioinformatics and machine learning. 
Her research combines her expertise in virology, computational 
biology and mathematics to develop a deeper understanding 
of feline coronavirus and FIP. Ms Dunbar is passionate about 
developing highly accurate, non-invasive methods for the 
conclusive ante-mortem diagnosis of FIP, which has become 
increasingly important with the emergence of successful anti-viral 
treatments. She collaborates with researchers within and outside 
the University and is actively involved in teaching, mentoring and 
public engagement.
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